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OPTIMIZATION ALGORITHM IN THE MARKOV MODEL
OF THE DECISION-MAKING PROCESS

ANrOPUTM ONTUMI3ALIII B MAPKOBCKIA MOAENI NPOLECY
NMPUNHATTA PILLEHDb

Situation in the economic characterized by increasing complexity of tasks, limited reliable
data on economic indicators, complex, unpredictable dynamics of processes. Algorithms and tools
of subject-object management are becoming relevant because they describe the initial structure of
business processes using the categories of economic science, combined with abstract models of the
study of complex systems where the results are partly uncertain, partly random. In the theory of
Markov processes, a system evolves in time through a sequence of states that depend on previous
states and do not depend on the distant past. Management in such systems consists choosing the
optimal algorithms for transition from the current state to the state of achieving the goal. However the
wide application of the Markov theory is restrained due to the lack of clear rules for calculating the
probability of transition between the states of the system under study and the significant uncertainty of
the characteristic parameters and optimization criteria. The interpretation of strategic management as
a model of system evolution with the Markov property will allow to simplify the process rationalization
mechanism in conditions of random changes and partial uncertainty.
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Cumyayis @ eKOHOMIYHILL cqhepi XapaKmepusyomvcs 3pOCMAHHAM CKIAOHOCMI 3a80aHb, 00-
MECEHICMIO OOCMOGIPHUX OAHUX NPO eKOHOMIUHI NOKA3HUKU, CKIAOHON, HenepeobauysaHor Ou-
HaMmikolo npoyecie. B maxux ymosax inmenexmyanvti 30i0H0CMI MeHeoHcepa MOXCYmMb 6CHIynamu
6 npomupiuus 3 mum 00’emom iHopmayii, AKUL HEOOXIOHO OCMUCTUMU MA ONPAYKEAMU 8 X0OI
VAPAGNIHHA PI3HUMU MEXHONOIYHUMU A COYIANbHUMU npoyecamu. Axmyanbnumu cmaioms aneo-
PUMMU MA THCMPYMEHMU cyO €EKMHO-00 €EKMHO20 YNPAGTIHHA, WO ONUCYIOMb OPULTHATHY CIPYK-
mypy 6i3Hec-npoyecie 8 Kamez2opisx eKOHOMIYHOI HaYKU 6 NOEOHAHHT 3 AOCMPAKMHUMU MOOETAMU
00CTIOJICEHHS, CKIIAOHUX CUCmeM, Oe Pe3yIbmamiu YaCmKo80 HeGUSHAYEHI, YaCmKO80 BUNAOKOGI, a
4ACMKOBO KOHMPONbOBAHI. Y KOHMEKCMI YNPasiHHA, MAPKOBCLKA MOOENb BUKOPUCTIOBYEMBCS OJIA
AHaizy CMOXACTUYHUX CUCIEM 3 BUNAOKOBUMU NePexo0amil Midic cmaramu. B meopii maproscokux
npoyecie cucmema po3eUBAENbCAL 3 4ACOM Yepe3 NOCTIO08HICIb CIMAHIB, Oe KOXHCEeH CIMAH 3a1eHCUNb
610 NONEPEOHbO2O CIMAHY MA He 3ANeNCUMD 8I0 0ANEKO20 MUHYI020. YNpaeiHHA 6 MaKux cUcmemax
nonAzae  UOOPi ONMUMATILHUX AI2OPUMMIE Nepexoo0y 3 NOMOYHO20 CMAHY 00 CIAHY OOCASHEH-
H Memu. Ane, wupoke 3acmocysants meopii Mapkoea cmpumyemucs, uepes 6i0CYMHICMb YimKux
npasunl 00UUCIEHHsL IMOGIPHOCII NEPexo0y Midc CIManHamu O0CTIOHCYBAHOL cucmemy ma Cymmegoio
HeBU3HAYEHHICIIMIO XApaKmepucmuyHux napamempie ma kpumepiie onmumizayii. Inmepnpemauyis
cmpamempameziyHo20 YAPAGIIHHA, AK MOOei eBomoyii cucmemu 3 Mapko8CbKOI G1ACMUBICTIIO,
003601UNMb CNPOCIUMU MEXAHIZM ONPUMIZAYIT npoyecy 8 yMoeax sunaokosux svin. Hesusnauenicmo,
AK Kame20pis, ONUCYE AKICMb Ma 0emepmiHO8aHicmy iHgopmayii npo cmaun cucmemu, napamempu
yu pe3yivbmamu 6NIU6ie paxmopis. Bunaokosicms nepeddoauae Moricausicms OYiHKU Hegi0oMo20 na-
pamempa imogipricHum po3nooinom. Ilepeeedents: OYiHKU CIAHY CUCEMU 3 HEBUSHAYEHO20 Y 6U-
NAOKOBULL (PaKMUUHO O3HAYAE OYIHKY HEBUSHAUEHOCTI CIOXACMUYHOK KAMe2opIer — IMOGIPHICHIIO
nepexoo0y Mixc CmaHamu ma YMOMCIUBIOE GUKOPUCIAHHA CIOXACTUYHUX MoOenell Onmumizayii.
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He3ssaoicarouu Ha NOmyscHull inCmpyMenmapiii Cy4acHux mMemooie MoOemosanHs, 00CTIONCCHHS all-
20pUMMIe CMpame2iuHo20 YNPAGIiHHA CKIAOHUMU CUCIEMAMU 3ATUMAEMbC AKMYATbHUM, Yepes3
HU3KY NpoOnem, AKI YCKAAOHIOI0Mb MOYHICIb A HAOTIHICIb 00820CPOKOBO20 NPOSHO3YEAHHSL.

Knrouogi cnosa: ancopumm, cman, cucmema, ynpagiints, Cmpamezis.

Formulation of the problem. The digital transformation of the objects in the social-economics
system, new challenges and opportunities of the digital economic creates the basis for revising the
traditional structures, means and models of business and organization management existing in
practice. Algorithms and tools of subject-object management are becoming relevant, describing
the original structure of business processes in the categories of economic science in combination
with abstract research models of complex systems, where the results are partly uncertain, partly
random, and partly controlled. Strategic management is a decision-making process aimed
at achieving strategic goals. The effectiveness of strategic management depends first of all on
the possibilities of a formalized description of the future as a model of system evolution. The
informative description of such models and algorithms contains a large number of uncertain, non-
numerical characteristics and random factors. Therefore there is a need for constant improvement
of formalization rules and algorithms. The process of evolution is not isolated in time and space
from the external in relation to the very system of the environment and states of nature. It is
not possible to determine the influence of the external environment in deterministic indicators.
The result of the influence of random factors can only be recorded. The terms "uncertainty" and
"randomness" are not equivalent categories from the point of view of formalization. Randomness
means that mass random events, phenomena and processes have the property of statistical stability
and they are subject to statistical laws. They can be estimated with accuracy to the parameters of
statistical distributions accordingly. Uncertainty means the absence of even approximate estimates.
It should be noted that the justification of a decision in conditions of uncertainty does not exclude
uncertainty itself as a factor. That is one can’t choose a single optimal solution and the accuracy
of choosing a solution can’t be as high as in deterministic problems. It is advisable to limit the
optimization process to the area of admissible solutions and a set of alternatives that describes the
possible states of nature and their impact on the management object.

Analysis of recent research and publications. Economic systems as a rule are quite
complex and dynamic structures with partially undefined relationships and parameters. Non-
homogeneous information prevails in the information provision of such systems: discrete
numerical characteristics and interval values of parameters; statistical quantities and stochastic
distributions; descriptive assessments, criteria and limitations. Modern management theory
recommends using the combined methodology of the process approach, system and situational
analysis [1-3] for the analysis of such systems, without limiting the researcher in the choice
of methodological tools. The theoretical basis of strategic management in the postulates of
system analysis describes management as an interactive decision-making process [4], which
is the result of the process of forecasting, planning, regulating and controlling the activities
of the management object. A decision that ensures long-term competitiveness of the object
of management in the future can be considered strategic [5, 6]. The solution to the unique
problems of management adaptation to changes in the conditions of existence and development
of the system is substantiated within the framework of the situational approach [7, 8]. The
Markov control model is a mathematical abstraction based on the theory of random processes
[9]. In the context of control, the Markov model is used to analyze stochastic systems, where
the state of the system evolves in time with random transitions between states. The content of
management in such systems consists in choosing the optimal sequence of decision-making
stages starting from the current state to the state of achieving the goal. Due to the properties
of an abstract representation of complex systems in the form of a set of states and connections
between them, Markov chains are often used to model strategic decisions [9, 10]. However, the
wide application of the Markov theory is restrained due to the lack of clear rules for calculating
the probability of transition between the states of the system under study and the significant
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uncertainty of the characteristic parameters and optimization criteria. Despite the powerful
toolkit of modern modeling methods, the study of control algorithms for complex systems does
not become less relevant, due to the rather high risks and uncertainty of long-term forecasts.

Formulation of the purpose of the article. The purpose of the study is an optimization
algorithm in the Markov model of the decision-making process.

Presentation of the main material. Strategic management can be described as a process of
achieving an optimal balance between the desired and the possible. The implementation of this
process takes place over a long period of time. Achieving a strategic goal is a dynamic process
that requires constant monitoring and adaptation to changes in the assessment of management
results. Dynamics is a reflection of the variation of the states of nature, system parameters, set
of criteria for evaluating strategic decisions during the "horizon" of management.

The implementation of the Markov chain model is limited by the requirements for
information support which can be formulated in the following list:

— availability of "historical" data. The assessment of transition probabilities between
system states is based on the dynamics of previous periods. The number of such periods
should be sufficient for a reliable forecast;

— the set of system states must be complete, bounded, and defined within a single state
to parameters;

— the set of system behavior alternatives within each state must be complete, bounded,
and evaluated within a single state;

— time interval — the "horizon" of management should cover the time interval from the
setting of the task to the achievement of the final result;

— the control horizon 7 € [#,;¢, | must be divided into sub-intervals — control steps;

— interval width — control step Ar=[¢,z,,] should be narrow enough to reflect the
dynamics of the control system, but not excessively so as not to capture minor fluctuations.

If the management horizon T € ,;7, ] divide into stages n, €At, =[z,,t,,, ], which should be
considered as separate states of the system S = {Sl. } ,(z’ =1+ n) Everyone state can be defined by a
set of alternatives 4 = {A/. } , ( j=1+ m), and the function of optimality criteria F' = {E (4 j)}, then
the management process can be described as a dynamic process with step-by-step optimization.
It is only necessary to formulate a rule according to which the transition of the system from one
state to another is carried out. This rule should be an algorithm for estimating the probability
distribution of the system being in a state S, and transition probabilities between states [S, — .., ].
The completed decomposition of the management problem will allow applying Markov processes
with discrete states and discrete time to describe the process of strategic decision-making. A key
property of Markov that simplifies modeling lies in the assumption that the random process has no
“long-term memory” (the probability of transition between states depends only on the probability
of the current state and does not depend on the distant past).

As mentioned earlier, uncertainty describes the quality and determinism of information
about the state of the system, parameters or results of the effects of factors. Randomness
implies the possibility of estimating an unknown parameter with a probability distribution.
Transferring the assessment of the state of the system from uncertain to random actually
means assessing uncertainty with a stochastic category — the probability of transition between
states § = {, }. System states are a set of numerical characteristics of a random process in the
control horizon interval 7 =z,;¢, ].

The general description of the control process on Markov chains can be described as a
functional of a finite set of constraints and parameters:

O{S; 4, P;F} (1
where: 8 ={S,},i =0+n — system states at the moment in time Az, =[1,,1,, |.(Az, €[t,:1,]);
P(S,,,)— state transition operator;

F={F(4, )} — the function of the criterion of optimality (reward), which can be interpreted
as a criterion of the expected value of the cost of the alternative Aj in condition S..
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The assumption of model (1) is the stationarity of the set of alternatives within the
time interval [¢_;7]. At the moment Ar, = [tl.,tM], the value of the state is a multiplicative
function of the price of the alternative F(4) from the plural A= {Aj }, j=1+m and
transition operator. '

The transition operator between states can be defined as a limited discrete function of the
probability distribution of the system being in the state S, at the moment of time A,

In the theory of random processes, the transition between the states of the Markov chain

is determined by the matrix of transition probabilities:
Tf,-j:P(Sm:ﬂSi:i);Znij:l' (@)

The components of the matrix can be defined as the posterior probabilities of the
alternative 4, e{Aj} in condition S, €{S,}, provided that as a result of the prelimina
analysis, the vector of state probabilities is determined p({S,}={p.p,.-.p,}:Zp, =T§
and an assessment of alternatives within the state was carried out.

The task of determining the parameters of the initial state /7 (S,); S, and the configuration
of the transition operator should be decided at the stage of forming the initial control
conditions (%).

The object of management is the state of the system S, the goal of management is to
choose the optimal strategy from a set of alternatives 4=1{4, . Then the optimization
problem can be formulated as follows: it is necessary to determine the control that transfers
the system from the initial state S to the state of achieving the goal S , at which the function
of the criterion, which is an evaluation of the implementation of alternatives within the state,
will acquire an extreme value. Using the principle of R. Bellman [10], the interactive process
of optimizing the management strategy can be written as follows:

LN A YA R4

The optimal value of the function F = {F,} depends not only on the state and the set of
alternatives at the moment A¢, but also from optimal management in the previous period A¢, ,.

The end result is the evaluation of the management process is a recurrent combination of
optimization decisions.

Conclusion. The concept of Markov chains is quite a powerful tool for modeling
management problems where the outcome is partly random and partly under the control of
the manager. Optimization of the strategy is considered a step-by-step controlled process
of forming a set of alternatives, in the direction of increasing the stability of the economic
system to changes in the external environment. It should be noted that the economic content
of strategic management is not determined by the optimization algorithm, but consists in the
implementation of the main principles of the efficiency of the development of the enterprise:
perspective of decisions; interactivity of the process; priority and implementation of tasks;
comprehensive analysis of information about the state of the management system and
changes in external conditions. The optimization algorithm should be a tool for analyzing
alternative solutions and assessing the achievement of management goals.

References:

1. Tkachova T. (2020) Metodolohichni pidkhody do pryiniattia upravlinskykh rishen na
promyslovomu pidpryiemstvi [Methodological approaches to making management decisions
at an industrial enterprise]. Visnik Sums'kogo derzhavnogo universitetu, no 1, pp. 199-206.
DOIL: https://doi.org/10.21272/1817-9215.2020.1-23

2. Kozenkov D., Aloshyna T., Haiduk I. (2022) Metodolohichni pidkhody do pryiniattia
upravlinskykh rishen na promyslovomu pidpryiemstvi [Process approach to enterprise management].
Ekonomika ta suspilstvo, no 38. DOI: https://doi.org/10.32782/2524-0072/2022-38-67




| «Taspiiicbkuii HaykoBuii Bicuuk. Cepisi: Ekonomika». Bunyck 23, 2025

40|

3. Pererva 1. (2021) Perevahy vprovadzhennia protsesnoho pidkhodu do wupravlinnia
pidpryiemstvom [Advantages of implementing a process approach to enterprise management].
Ekonomika ta suspilstvo, no 29. DOI: https://doi.org/10.32782/2524-0072/2021-29-3

4. Yashkina N. (2018) Sutnist ta metodolohiia stratehichnoho upravlinnia: teoretychnyi aspekt
[The essence and methodology of strategic management: theoretical aspect]. Ekonomichnyi pros-
ti, no 129, pp. 208-215. Available at: https://prostir.pdaba.dp.ua/index.php/journal/article/view/
180 (accessed February 19, 2025).

5. Chubhrii H. (2020) Sutnist ta rol stratehichnoho analizu v systemi upravlinnia pidpryiemstvom
[Essence and role of strategic analysis in the enterprise management system]. Scientific Notes
of Taurida National V.I. Vernadsky University. Series: Economy and Management. Vol. 70, no. 2.
DOI: https://doi.org/10.32838/2523-4803/70-2-48

6. Debela I. (2023) Kontseptualna model zadachi optymizatsii upravlinnia [Conceptual model
of the management optimization problem] Tavriiskyi naukovyi visnyk. Seriia: Ekonomika, no 16,
pp. 114-118. DOI: https://doi.org/10.32782/2708-0366/2023.16.15

7. Kutashev 1. V. (2017) Metodolohichni polozhennia derzhavnoho stratehichnoho upravlinnia
rozvytkom sotsialno-ekonomichnykh system [Methodological provisions of the state strategic management
of the development of socio-economic systems]. Investytsii: praktyka ta dosvid, no 20, pp. 55-58.

8. Korobka S. (2025) Upravlinnia adaptyvnistiu maloho pidpryiemnytstva v umovakh
stratehichnoi nevyznachenosti [Management of adaptability in small business under conditions of
strategic uncertainty]. Problemy suchasnykh transformatsii. Seriia: ekonomika ta upravlinnia, no. 17.
DOI: https://doi.org/10.54929/2786-5738-2025-17-04-03

9. Balina O. I., Butsenko Yu. P., Labzhynskyi V. A (2013) Markovska model keruvannia
pryrodno-tekhnichnoiu systemoiu [Markov model of management of natural and technical system].
Upravlinnia rozvytkom skladnykh system, vol. 16, pp. 175-180. Available at: http://nbuv.gov.ua/
UJRN/Urss_2013_16_33. (accessed February 19, 2025).

10. Debela 1. (2023) Rekurentnyi alhorytm stratehichnoho kontrolin [Recurrent algorithm of strategic
control]. Tavriiskyi naukovyi visnyk. Seriia: Ekonomika, no. 16, pp. 274-280. DOI: https://doi.org/
10.32782/2708-0366/2023.16.36

Crnncoxk BUKOPUCTAHUX JIZKepeJI:

1. Tkawoa T. C. MeTomomnorivHi miaxXoau 10 TPUUHATTS YIIPABIIHCHKUX PillleHh HA TIPOMHUCIIOBO-
My mignpuemctsi. Bicnux Cym/{V. Cepis «Exonomika». 2020. Ne 1. C. 199-206. DOI: https://doi.org/
10.21272/1817-9215.2020.1-23

2. KozenkoB ., AnpommnHa T., laiinyk 1. [IponecHuit minxig 10 yHpaBIiHHS MiAPHEMCTBOM.
Exonomixa ma cycninecmeo. 2022. Ne 38. DOLI: https://doi.org/10.32782/2524-0072/2022-38-67

3. Ilepepsa I. [lepeBarn BnpoBa/PKEHHs MPOLECHOTO MiAXOAY IO YIPABIIHHS ITiAIPHEMCTBOM.
Exonomixa ma cycninecmeso. 2021. Ne 29. DOI: https://doi.org/10.32782/2524-0072/2021-29-3.

4. Slmkina H. CyTHICTb Ta METOOJOTIsSI CTPATErivHOrO YIPaBIiHHS: TEOPSTUUHHI acIieKT. Exo-
Homiunuti npocmip. 2018. Ne 129. C. 208-215. URL: https://prostir.pdaba.dp.ua/index.php/journal/
article/view/180 (mara 3BeprenHs 19.02.2025)

5. UYyrpiii I A. CyTHICTb Ta poJib CTPATEriYHOrO aHai3y B CHCTEMI YIIPaBIiHHS [iAIPHEMCTBOM.
Bueni 3anucku THY imeni B. I. Bepnaocwroeo. Cepis: Exonomika i ynpaeninns. 2020. Tom 31 (70),
Ne 2. C. 60-65. DOI: https://doi.org/10.32838/2523-4803/70-2-48

6. Je6ena I. M. KonuenTyanbHa Mozielb 3a/1a4i ontumizaii yrpasiintst. TagpiticoKkuil HayKoguil gic-
nuk. Cepis: Exonomixa. 2023. Ne 16. C. 114-118. DOI: https://doi.org/10.32782/2708-0366/2023.16.15

7. Kyrames I. B. MeTononorivyai mojaokeHHS IepKaBHOTO CTPATET1YHOTO YIPABIiHHS PO3BUTKOM
COL[aIbHO-eKOHOMIYHUX cUCTeM. [ngecmuyii: npakmuka ma doceio. 2017. Ne 20. C. 55-58.

8. Kopobka C. B. YnpasniHHS afanTHBHICTIO MaJIOTO IIIIPHEMHULTBA B yMOBaX CTpaTeriyHOl
HEBU3HAYEHOCTI. [Ipobnemu cyuacuux mparcgopmayiil. Cepia: exonomika ma ynpagaintua. 2025. Ne 17.
DOI: https://doi.org/10.54929/2786-5738-2025-17-04-03

9. banina O. L., bynenko 1O. I1., JlaGxkuuchkuit B. A. MapkoBchbka MOJIeNTb KepYBaHHS MPHUPOJI-
HO-TEXHIYHOIO CHCTEMOI0. Ynpaeninusa pozeumxom ckraonux cucmem. 2013. Bum. 16. C. 175-180.
URL: http://nbuv.gov.ua/UJRN/Urss 2013 16 33 (nara 3Bepuennst 19.02.2025).

10. [eGena I. M. PekypeHTHUIT allrOPUTM CTPATETIYHOTO KOHTPOIHTY. TaspiticoKuil HayKouil GICHUK.
Cepis: Exonomika. 2023. Ne 16. C. 274-280. DOT: https://doi.org/10.32782/2708-0366/2023.16.36




