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SOLVING A LOGISTIC PROBLEM BY DEVELOPING
AN OPTIMAL PLAN

BUPIWWEHHA MPOBNEMU NOTICTUKKX 3A AOMOMOIOKO CKINAAAHHA
ONTUMAINBbHOIO NIAHY

The article examines the problem of optimizing logistics processes using the task of developing an
optimal plan. A mathematical model of the problem of developing an optimal delivery route has been
developed, which is reduced to the classical traveling salesman problem. The proposed model allows
taking into account various constraints and optimization criteria typical for real problems. Based on the
developed model, a graph was constructed that reflects the structure of the task of delivering windows
around the city. To find the optimal route, the MS Excel program was used. The obtained result shows
the effectiveness of the proposed approach and its potential for application in other areas where the
problem of route optimization is relevant. The conducted research confirms the relevance of the task of
creating optimal routes for solving logistics problems. The proposed mathematical model and solution
algorithm can be effectively used to optimize delivery processes in various industries. However, there
are prospects for further research: expanding the model to take into account dynamic factors such as
changes in demand, road conditions and other unpredictable events, integration with geoinformation
monitoring systems to obtain more accurate data on distances and travel times; development of
interactive web interfaces for convenient use of the developed algorithm by logistics companies.

Keywords: optimal plan, traveling salesman problem, mathematical model, optimality criteria,
objective function, optimal route.

Edhexmuena opeanizayis nozicmudHux npoyecie € Knouo8um )akmopom yCniutHo2o QyHKYIoOHy-
8amHs 6a2amvox NiIONPUEMCMS. B ymoeax cmpimkoeo po3eumky cyuacHozo 0izHecy ma 3poCmanis
KOHKYpeHYli 0coOMU8020 3HAUEHHS HAOYBAE ONMUMI3AYISA MAPWPYIMIE MPAHCROPNTYEAHHA MOBADIE,
10 003607IA€ 3HUZUMIU BUMPATNU, NIOSULYUIMU AKICIb 00CTY208YBAHHS KIIEHMIG A 3MEHUUTNU BNIUG
Ha HaskomuwHe cepedosuuge. OOHUM i3 8AXHCIUBUX THCIMPYMEHMIB 05l PO36 A3AHHS MAKUX 34044 €
CKNAOAHHS ONMUMATILHO20 NIAHY Nepese3etd, AKe IPYHIMYEMbC HA MAMEMAMUYHUX MOOEIsX i cy-
yacnux npoepamuux piwiennsx. Ocobnugy ysazy npueepmace 3a0a4a KOMigosiicepa, sIKa € KIaCUdHUM
NPUKIAOOM KOMOIHAMOPHOT ONMUMI3ayii ma 3HaxoO0umsv 3ACMOCY8AHHsL 8 JOSICMuUYl, NAAHYBAHHI
Mapuipymis, BUPOOHUYUX NPOYecax ma Hwux 2anysax. Y cmammi 0ocioxceno npobnemy onmumi-
3ayii’ 102ICMUYHUX NPOYeCi8 3a O0NOMO20I0 3a0adi CKAAOAHHS ONMUMATbHO20 NiaHy. Pospobnerno
Mamemamuyry Mooenb 3a0adi CKIAOaHHA ONMUMATLHO20 MAPWPYmy OOCMABKU, KA 36e0eHd 00
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KAacuuHoi 3a0a4i Komigosicepa. 3anponoHosana Mooetb 003601A€ 6PaxXyeamu PisHOMAaHImHi oome-
JiCenst ma Kpumepii onmumizayii, xapakmepni 07151 peaibHux gocicmuynux 3aoay. Ha ocnosi pospo-
bnenol modeni noOyoosano epagh, uwjo 8idobpasicae cmpykmypy 3a0ayi 0ocmasku 8ikoH no micmy. /s
3HAXOOXHCEHHS] ONMUMATLHORO Mapuwipymy guxopucmano npocpamy MS Excel. Ompumanuii pe3yno-
mam 0emMoHCMpPYE eghekmusHICIb 3aNPONOHOBAHO20 NIOXOOY MA 11020 NOMEHYIAN OlIA 3ACMOCYBANHSL
6 THUUX 2a7y35X, 0e aKmyalbHa npoonema onmumizayii mapupymis. IIposedene 0ocniodicerts nio-
MBEPOACYE AKMYATILHICMb 3a0aUl CKIAOAHHA ONMUMATLHUX MAPUWPYMIE 05l BUPIUEHHS 102iCmut-
HUX npooiem. 3anpononosana MameMamuyta Mooenb ma aneopumm po3e sa3aHHs MOJNCYns Oymiu
ehekmusHo 3acmocosari 0ns onmumizayii’ npoyecie docmaeku 6 pisnux eanyssax. QOHaK, iCHYOMb
nepcnekmusu OJist HOOAILUUX OOCTIONCEHb, 30KPEMA.: POSUUPEHHS. MOOEITL 3 YPAXYEAHHAM OUHAMIY-
HUX (hakmopie, makux sk 3MiHa RONUMy, OOPONMCHIX YMO8 Ma THWUX Henepeodauy8anux nooitl; iHme-
2payis 3 cucmemam 2e0iHGOPMayitiHO20 MOHIMOPUHZY Ol OMPUMAHHSL OLTbUL MOYHUX OAHUX PO
gi0cmani ma yac pyxy, po3pooxa iHmepaKxmueHux 6eo-iHmep@ericie Oisi 3pyuHO20 BUKOPUCIIAHHS
PO3POONEHO20 ANOPUMMY JLIOCICIUYHUMU KOMINAHISMU.

Kntouosi cnosa: onmumansHull nia, 3a0a4a KoMigoaxicepa, MamemamuyHa Mooein, Kpumepii
ONMUMATLHOCI, Yib08A (DYHKYIS, ONMUMATILHULL MAPUPYM.

Formulation of the problem. The essence of the problem is as follows. One must go
around a fixed number of places, starting from the place where you are and finishing your route
by returning to the starting place, without visiting anywhere twice. The cost of travel between any
pair of specified places or the length of the route between must-see points is known. At the same
time, it is not at all obvious that the shortest route will have the minimum cost of travel, which, in
turn, really depends on the company, type of flight and mode of transport.

It is required to determine the route or sequence of visiting places that have the minimum
total cost among all possible routes.

The evaluation function in this problem is the total length of the full path starting and ending
at a certain place, and the constraints are the presence or absence of a flight between individual
places on the list under consideration, as well as the need to visit all of these places [1].

Analysis of recent research and publications. Optimization of logistics processes is one
of the key tasks of modern business. A challenging task in this industry is to develop optimal
delivery routes that minimize transportation costs, increase delivery speed, and enhance customer
satisfaction. One tool for solving this problem is the optimal planning problem or the traveling
salesman problem, which has a rich history of research and widespread application in economics.

There is a large number of scientific works devoted to the optimization of logistics processes
using mathematical models, in particular the traveling salesman problem. These studies cover
various aspects of the problem. The traveling salesman's task was first formulated in the 19th
century, but its relevance has not diminished to this day [1; 2]. Many scientists have made
significant contributions to the development of the theory and practical application of this
problem. Karl Menger is one of the first scientists to study the traveling salesman problem
in the context of geography. The formal mathematical formulation of the traveling salesman
problem was introduced by Harold Kuhn, and George Danzig developed the simplex method
of linear programming, which is widely used to solve optimization problems, including the
traveling salesman problem. Jack Edmonds made significant contributions to graph theory and
combinatorics, which became the basis for the development of effective algorithms for solving
the traveling salesman problem. One of the leading modern researchers in the field of logistics
systems optimization is Martin Groschel. He developed many efficient algorithms for solving
the traveling salesman problem [2].

Formulation of the purpose of the article. The purpose of the article is to study methods
for optimizing logistics processes by developing an optimal plan, as well as analyze existing
approaches and develop recommendations for improving the efficiency of logistics systems
management.

Presentation of the main material. The problem of developing an optimal plan, which
is called the traveling salesman problem (TSP) or the problem of reconfiguring equipment,
is an example of a classic problem of combinatorial optimization, which looks very simple
in its formulation, but requires the most serious efforts to find an exact solution. Although in
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the general case the traveling salesman problem can be formulated as the problem of finding
a closed or open contour (a path passing through all vertices) of minimum length in a graph,
a number of features allow it to be classified as a combinatorial optimization problem [3].
This problem is a classic example of a combinatorial optimization problem. Although its
formulation as an optimization problem on graphs is quite simple, finding its exact solution
is a rather labor-intensive process from a computational point of view. The traveling
salesman problem can serve as a test problem for checking computational algorithms for
solving combinatorial optimization problems and integer programming in general.

Consider a connected directed graph: G =(V,E,h), in which ¥V ={v,,v,,...,v,} is a
finite set of vertices, E = {e,,ez,. . .,em} is a finite set of arcs, h: E — Z_ is the weight func-
tion of the arcs. For the mathematical formulation of the problem, we denote individual
values of the weight function of the arcs as: ¢, = h(e, ), where the arc ¢, € E corresponds to
an ordered pair of vertices (vl. ,V; ). According to the problem statement, individual values:
¢; =h{(v,,v,)) are considered as the length of a section of the original graph.

The length of any subset of arcs E, — E in graph G is equal to the sum of the weights of
the arcs included in this subset. It is required to determine a subset of arcs that forms a closed
path in graph G, passes through each vertex exactly once and has a minimum length [3; 4].

To write the conditions of the traveling salesman problem in the form of a Boolean
programming model, we note the following features of the desired route in the graph:

1. Each of the vertices of the original graph must have in the desired route exactly
one arc incident to it, which is incoming for this vertex, and exactly one arc incident to it,
which is outgoing for this vertex. Otherwise, such vertices will be isolated or dead-end and,
therefore, the path will not pass through all the vertices of the original graph.

2. The total number of arcs in the desired path must be exactly equal to n, where n is the
total number of vertices in the original graph. Indeed, if some path contains less than n arcs,
then it will not pass through all vertices or be cyclic. If the desired path contains more than
n arcs, then it will not satisfy the condition of passing each vertex exactly once.

3. The desired path must be a single cycle and must not split into separate cycles with
the number of arcs less than n. This condition is of a combinatorial nature.

Let us consider the following Boolean variables x;, where x; =1 if the arc (vl,v ) is
included in the desired route of minimum length, that is, the salesman moves directly from
the i-th place to the j-th, and x, =0 if the arc gvl vj) is not included in the optimal route,
that is, if the salesman does not move directly from the i-th place to the j-th [5, 6].

Then, in the general case, the mathematical formulation of the traveling salesman
problem can be formulated as follows [1]:

ZZC X, —>rxnln @)

i=l j=1

where the set of admissible alternatives Ay is formed by the following system of constraints
of the type of equalities and inequalities:

n

qu =1 (Vi IS {1,2,...,n}); )

J=1

Zx =1 (Vje ,2,. n}), 3)
u,—u; +n-x; <n-1 (Vz,]e{1,2,...,n},i¢j); 4)
x, €{0,1},(Vi, j € {L,2,...,n}); ®)

u, e R',(Vie{2,3,..,n}). (©)
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This mathematical model of the traveling salesman problem uses auxiliary variables:
u, (Vz’ IS {2,3,...,71}), which can take any real values. In this case, restrictions (2) and (3)
ensure that the first two conditions specified earlier are met: the desired path must pass
through each vertex of the graph exactly once. Constraints (4) ensure that the third of the
previously indicated conditions is met: the sought path must not break up into separate
cycles. Constraints (5) ensure that the condition is met — variables x; must take Boolean
values, and constraints (6) ensure that the condition is met — variables u, must take
real values. It is easy to show that the total number of constraints (2) — (4) is equal to
2n+(n-1)(n-2)=n"—n+2.

Note that those coefficients of the objective function ¢; for which the weight function
of the edges 4 of the original graph is not defined or equal to 0, in the mathematical
formulation of the problem under consideration (1) — (6) should be set equal to +o, that
is, a sufficiently large positive value.

Let's consider solving the traveling salesman problem using MS Excel using the
example of the logistics problem of delivering large-sized goods, for example, windows
from a manufacturing enterprise across the city. The problem here is not only to create
the shortest route for delivering windows to customers, but also to properly load the
machine so that the first to be shipped are those windows that need to be delivered to the
first place on the route. Let's draw a graph of window delivery from the enterprise to six
points in the city (Fig. 1).

The length of a road section between two adjacent delivery points, expressed in km,
is equal to the value of the weighting function for each arc. This value is indicated next
to the image of the corresponding arc in the graph.

It is required to find such a complete closed path starting at vertex number 1 and
ending at vertex number 6 so that the total length of the path is minimal.

The variables of the mathematical model of this traveling salesman problem are
36 variables: x, (Vi,j € {1,2,...,6}), each of which x, takes the value 1 if the arc (i, /)
is included in the minimum complete path, and 0 otherwise, and 5 auxiliary variables:
u,.(Vi € {2,3,4,5,6}), which can take any real values. Additionally, for convenience of
calculations, the values of the weights ~# should be set equal to some sufficiently large
positive number, for example, ¢, = IOO(Vi € {1,2,...,6}).

ii

Figure 1. Initial graph of the traveling salesman task
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Then we write the mathematical formulation of the traveling salesman problem in the
following form:
100x,, +4x,, +10x; +13x,, +6x,5 +8x, +

+100x,, +4x,, +9x,; +7x,, +6x,5 +2x,, +
+100x,; +10x;, +9x,, +5x,, + 5x,5 +4x, + (7
+100x,, +13x,, +7x,, +5x,; +7x,5 +8x,5 +

+100x45 + 6x5, +6x,, +5x,; +7xg, +3x, +

+100x,, +8x,, +2x,, + 4x,, +8x,, +3x,; — min,
xelAg

where the set of admissible alternatives A, is formed by the following system of inequality-
type constraints:

X11 + x12+x13 + X14 + X15 + X16 = 1,
X21 + x22+x23 + X4 + X5 + X26 = 1,
X31 + X32+X33 + X34 + X35 + X36 = 1,
X41 T XgpFXa3 + X4a + X5 + 246 = 1
¥51 + X5pFHXs3 + Xsa + X5 +X56 = 1
X61 + x62+x63 + Xea + X65 + Xe6 = 1,
X11 t X1t X31 t Xg1 T X51 X6 = 15
X1p + Xo2+X39 + Xy4p + X559 + X = 1; (8)
X13 + Xp3+X33 + X43 + X553 + X3 = 1;
X14 + x24,+JC34 + X44 + X554 + X4 = 1,
X15 + x25+x35 + X45 + Xs55 + Xe5 = 1;
X16 + X26+X36 + X46 + X556 + Xe6 = 1,
Uy; — U3 + 6XZ3 < 5;

Ug — Us + 6x65 < 5;
X11, X12, X13, X14, X15, X165 -+ » X61, X62, X63, X64, X65, X6 € {0,1};
1
U, Up, U3, Uy, Us, Ug € R

It should be noted that in the mathematical formulation of the traveling salesman prob-
lem (7) and (8), the first 6 constraints correspond to constraints (2), the next 6 constraints
correspond to constraints (3), and of the 20 constraints of type (4), only the first and last are
given. It is assumed that the variables: x,, = O(‘v’i e{1,2,.. .,6}) and therefore are not included
in the formulation of problem (7).

Let's solve this problem using the MS Excel program. To do this, create a new book and
perform some preparatory actions:

— let's solve this problem using the MS Excel program. To do this, create a new book
and perform some preparatory actions:

— we enter into the MS Excel table the weights of the arcs of the original graph (Fig. 1),
which represent the values of the coefficients of the objective function (7);

let's introduce the formula for the objective function (7);

— we introduce the values of the left side of the constraints of the first 12 formulas of
system (8);

— we introduce formulas corresponding to restrictions of type (4), while, for the
convenience of further calculations, we equate the elements x; to 0.

The appearance of the MS Excel worksheet with the initial data for solving the
problem of drawing up an optimal plan (the traveling salesman problem) has the following
appearance (Fig. 2).
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A B c D E F G H
1 Objective function coefficients Objective function value |
2 100 4 10 13 6 8 SUMPRODUCT(B2:67;89:614)|
3 4 100 9 7 6 2
4 10 9 100 5 5 4
5 13 7 s 100 7 8
6 6 6 s 7 100 3
7 8 2 4 8 3 100
8 Variables: Xij Xi1 Xi2 Xi3 Xia Xis Xis Limitations 1:
9 X3j =SUM(B9:G9)
10 X2 =SUM(B10:G10)
n X3 =SUM(B11:G11)
12 X4 =SUM(B12:G12)
13 X5j =SUM(B13:G13)
14 X6j =SUM(B14:G14)
15 Limitations 2: __|=SUM(B9:B14) =SUM(C9:C14) =SUM(D9:D14) =SUM(E9:E14) =SUM(F9:F14) =SUM(G9:G14)
16 Variables: Ui
17 Meanings of limitati
18 u2-uj+6x2j 0 =5C$16-D16+6*D10 _ |=5CS16-E16+6*E10  |=$CS16-F16+6*F10  |=5C$16-G16+6*G10
19 u3-ujt6x3j =$D$16-C16+6*C11 |0 =SD$16-E16+6ELL  |=SDS16-F16+6*F11 | =5D516-G16+6*G11
20 ud-uj+6xdj =SES16-C16+6%C12  |=SE$16-D16+6*D12 |0 =SES16-F16+6%F12 | =SES16-G16+6*G12
2 u5-uj+6x5] =$FS16-C16+6*C13  |=5FS16-D16+6"D13  |=SFS16-E16+6"E13 |0 =5F$16-G16+6*G13
2 ub-uj+6 x6j =$G$16-C16+6*C14  |=5G$16-D16+6*D14 |=$GS16-E16+6*E14  |=$GS16-F16+6*F14 |0

Figure 2. Initial data for solving the problem of developing an optimal plan
(traveling salesman problem)

To further solve the problem, you should call the master solver. After that, we introduce the
necessary restrictions. The general view of the solver wizard parameter specification dialog
box, with the entered parameters of the objective function, the type of final data, and the
constraints, looks like this (Fig. 3).

After setting the constraints and the objective function, you can begin searching for a
numerical solution by clicking the Solve button. The MS Excel program will perform the
calculations. Afterwards we will receive a quantitative solution, which is shown in Fig. 4.

MapameTpu poss'asysaua

ONTUMizyBaTH LiNbOBY GyHKUIHO:

Ao: O Makcumym

3MIHKOKOUN KNITHHKN 3MIHHNX:
$B$9:$G$14;$B$16:3GS16

Mignarae 06MexeHHAM:

° MiHiMym

skis2|

O 3HaYeHHA:

$B$15:8GS15 = 1
$B$9:$GS$14 = geiiikose
$C$18:3GS22 <=5
SHS9:$HS14 = 1

5

|1

Qopam

3MiHUTH

Buganutn

CKUHYTH

3po6uTi HeoGMeXeHI 3MIHHI He BiA'EMHUMM

Bubepite MeTOA 3a CHMNNEKC-METOAOM

PO38'A3aHHA:

Mertog po3e'AzaHHA

perti

MNapametpy

AnA po3B'A3aHHA INAAKNX HENIHINHKUX 33434 BUGEpiTb PO3B'A3yBaY HeAIHINHIX 33434 33 METOAOM 3BE4EHOr0
rpagieHTa. /InA pO38'A3aHHA NiHIliHUX 33B84aHb BHGEPITL PO3B'AZYBaY 33 CUMNNEKC-METOAOM, ANA HEFNAAKMX
3aBAaHb BUGEPITL PO3BHBAHMIT PO3E'A3yBaY.

Josigka

Posg'azatn

3akputit

Figure 3. Limitation of variable values and parameters of the master solver
Jfor the task of developing an optimal transportation plan
(the traveling salesman problem)
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A B © D E iz G H |
1] Objective function coefficients Objective function value |
2 100 4 10 13 3 8| 28]
3| a 100 9 7 3 2
4 10 9 100 5 5 4]
5 | 13 7 5 100 7 8
6 6 6 5 7 100 3
7 8 2 4 8 3 100
8 iables: Xij Xil Xi2 Xi3 Xid Xi5 Xi6 Limitations 1:
9 Xij 0 1 0 0 0 0 1
10 X2j 0 0 0 0 0 1 1
11 X3j 0 0 0 1 0 0 1
12 X4j 0 0 0 0 1 0 1
15 X5j 1 0 0 0 0 0 1
14 X6j 0 0 1 [ 0 0 1
15 Limitations 2: 1 1 1 1 1 1
16 Variables: Ui 0 0 2 4 5 1
i Meanings of limitations:
18 uZ-uj+6x2j 0 2 -4 5 5
19 u3-uj+6 x3j 2 0 4 3 1
20 ud-uj+6 x4j 4 2 0 5 3
21 u5-uj+6 x5 5 3 1 0 4
22 u6-uj+6 x6j 1 5 -3 4 0
22

Figure 4. Result of quantitative solution of the problem
of developing an optimal transportation plan (traveling salesman problem)

Figure 5. Complete closed path of minimum length in the original graph

The result of solving this problem of developing an optimal transportation plan (traveling
salesman problem) are the found optimal values of the variables: x,, =1, x,, =1, x;, =1, x,5 =1,
x5, =1, x,; =1, the remaining variables are equal to 0. The found optimal solution corresponds
to the value of the objective function: f, , =28.

Analysis of the found solution shows that the closed route of minimum length, passing
through all the vertices of the directed graph (Fig. 1), contains the following arcs: (1, 2), (2, 6),
(6, 3), (3, 4), (4, 5), (5, 1). Thus, an optimal complete closed route was found, starting and
ending at the vertex with number 1 and including a sequential visit to places in the city: from
1 to 2, from 2 to 6, from 6 to 3, from 3 to 4, from 4 to 5, from 5 to 1 (Fig. 5). The total length
of this route will be minimal and equal to 28 km.

Conclusions. The article considered and analyzed the problem of logistics through
solving the optimal planning problem, in particular the traveling salesman problem. The
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presented mathematical model allows us to formalize the process of finding the optimal
route, which is relevant for a wide range of logistics tasks.

Using a practical example of delivering windows from a manufacturing plant to
customers within the city, a route graph was constructed and calculations were implemented
in MS Excel. The results showed the effectiveness of the proposed approach, as the optimal
route minimized time and resource consumption.

The results obtained confirm the possibility of using mathematical models and digital
tools to solve real logistics problems. Further research could be aimed at expanding the
model to account for dynamic changes in logistics, such as congestion or changes in the
number of delivery points, which would further increase the accuracy and flexibility of
decision-making.
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