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CONCEPTUAL MODEL OF THE MANAGEMENT OPTIMIZATION PROBLEM

KOHUENTYANbHA MOAEJb 3AOAYI ONTUMI3ALIT YNPABJIHHA

The decision-making process, algorithmically, is a sequence of steps to achieve the goal of
management — choosing the optimal strategy from a set of possible alfernatives. From a math-
ematical point of view, the decision-making process is a stochastic, partially deterministic
multi-criteria optimization problem. Application of a single algorithm to models of various con-
trol problems is not possible for many reasons. First, the diﬁ?cullz;y in choosing modeling tools — it
is not possible to apply known optimization schemes, due to the non-determinism of the input
parameters, the lack of their numerical estimates, or identifiers of the defining characteristics of
the control object. Secondly, the multiplicity of criteria for choosing alternatives. Mathematical
theory ensures the adequacy of the solution according to the single criterion of optimality. If there
are several selection ratios from a set of alternatives, then the search for an optimal solution can-
not be formalized only by mathematical operators. The application of the systematic principle of
decomposition simplifies the algorithmization of the model, preserving the condition of optimality
at each control step. The versatility of the system approach to building models of management
tasks lies precisely in the combination of various metﬁods of scientific knowledge.
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Mooemosanns npoyecy NPUIHAMMS pierb 8 YNPasiiHHi NIONPUEMCMEOM 0OCUMb CKIAOHA HA-
yKoeMHa 3a0aua. Axicmb mooenell, 3anexcums 8i0 ModtCIUgocmetl hopmManizoeaHo2o onucy Cmanie
cucmemu Ynpasuina, wo € pe3yibmamom KOMNIEKCHO20 6NIUEY Pakmopia pizHoi npupoou ma 306-
HIWHIX YUHHUKIB, SIKI 3MIHIOOMb GHYMPIWHIO CIPYKIYpPY 00 €KMa YNpasiiHHi ma enauearms Ha
ehexmusnicmv nputinsmms piuiers. [Ipoyec nputitHammsi pitueHHs, ai2opummiuHo, € NOCIIO08HICHIIO
KPOKI8 OOCSCHEHHSL Meniu YIPAGIIHHSL — BUOOPY ONIMUMATILHOL CIPAMe2il 3 MHONCUHU MOXNCTIUBUX Alb-
mepHamue.. 3 Mamemamu4Hoi Mo4Ku 30py npoyec NPULHAMMA PIUEHHS — CMOXACMUYHA, YACMKOBO
O0emepMIiHO8ana 6a2amokpumepianbHa 3a0aua ONMUMI3AYii. 3acMocy8anHs €OUHOO ANeOPUMMY 00
Mooenetl pi3HUX 3a0ad YNPAaGIiHHs He MOJCIUBA 3 baeamvox npuyun. Ilo-nepuie, ckiaouicms y uoopi
3ac00i6 MOOENIOBAHHA — He MONMCIUBO 3ACMOCY8AMU BI0OMI CXeMU ONMUMI3ayii, uepes He 0emepmino-
BaHICMb 6XIOHUX NAPAMEMPIB, 8IOCYMHICMb IX YUCTOBUX OYIHOK, ADO I0eHMUMIKamopie 6UsHa4anL-
HUX Xapakmepucmuk o6 'exma ynpaeninus. [1o-opyee, ne 00no3nauHicmo, ab60 MHONCUHHICIb Kpume-
pito eubopy anemepnamug. Mamemvamuuna meopis 3a6e3neqye aoekeamuicms pituents 3a €OUHUM
Kpumepiem onmumansHocmi. Akujo 6ionoueHs audopy 3 MHOJICUHU aNbIMEPHAMUG OeKIbKa, MO No-
WYK ONMUMATLHORO0 PILUEHHS He MOJICHA (hopManizyeamu minoKu MamemamuyHumMu onepamopamiu.
3acmocysanms cucmemHo20 npuHYUNY OeKOMNOUYIL CNPOWLYE aNeOpUMMIzayito Mooeii, 30epiearoyu
YMOBY ONMUMATILHOCHE HA KOJICHOMY KPOYI YAPAGIIiHHS. VHIeepcanvHicmy cucmemHo2o nioxody o7is
no6y006u mooeieti 3a0as ynpasiiHHs NOIsede came 6 00 €OHAHHI PISHUX MemOoOi6 HAYKOBO2O NI3HAH-
H3l. AOeK8amHicnms MOOeIL, 5K AN2OPUMMY 8UOOPY i3 MHONCUHU AILIMEPHAMUG, 3ANENCUMb 8I0 SKOCMI
napamempuuHoi 6azu mooeni — ingopmayii docmamuboi 015 NPUIHAMMS piuients. Y ceoto uepey,
napamempu Mooeni U3HAYAEMbCsl NOCMAHO0BKOIO 3adaul. Himxe gopmymosants ymosu 3a0ayi 6u-
3Hayae cKIao napamempuynoi 6au ma cheyugixayito mooeni nputinamms piwienns. Y cmammi 0o-
CTOACYIOMBCS. CHOCOOU NOEOHAHHS MAMEMAMUYHUX ANI2OPUMMIE Ma MEmooie CUCEMHO20 aHali3y
07151 n06YO08U KOHYENNY albHOI MOOeT NPULIHATNMSL YNPABTIHCOKUX PilieHb.

Knrwowuogi cnosa: aoexsamuicms, aneopumm, 0eKoMno3uyis, Mooeib, CUCIMEMHUL aHANi3, na-
pamempu, cneyuixkayis.
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Formulation of the problem. Modeling the decision-making process in enterprise man-
agement is a rather complex and scientific task. The quality of the models depends on the
possibilities of a formalized description of the states of the management system, and is the
result of the complex influence of factors of various nature that change the internal structure
of the management object and affect the effectiveness of decision-making. The complex-
ity of the algorithmization of management decision-making models in conditions of uncer-
tainty and conflicts, which is associated with the impossibility of quantitative assessment
of parameters and dynamic changes in the structure of the model, stimulates the search for
new conceptual decision-making algorithms that will allow the company to adapt to changes
in the economic environment. The article examines ways of applying mathematical tools
and methods of system analysis to the construction of a conceptual model of management
decision-making.

Analysis of recent research and publications. The quality of a management model
depends on the completeness and degree of formalization of the data that describe the char-
acteristic and situational parameters of the object being managed, that is, on the initial condi-
tions of the decision-making task. Regarding initial conditions, the decision-making process
can be divided into two classes of problems [1]:

— decision-making under conditions of complete determinism, where the input data are
known with precision according to the parameters of the model;

— decision-making under conditions of uncertainty, where it is not possible to describe
the model parameters even with relative characteristics such as weighting coefficients of
their significance in the decision-making process.

Decision-making under conditions of risk can be considered as a partial case of the sec-
ond class of problems, where uncertainty can be assessed as a numerical value — the level of
risk. In such cases, although the model parameters may be uncertain, a quantitative assess-
ment of the risk level can be made [2].

Algorithms for second-class problems are weakly formalized, and methods of systems
analysis are typically used for their description [5-7]. The main advantages of systems anal-
ysis methods, compared to other partially formalized modeling approaches, lie in represent-
ing the managed object as a complex emergent system, which allows for the application of
decomposition methods to study its integral characteristics [8; 9]. The adequacy of the sys-
tem model is substantiated at each step of decision-making algorithm construction, starting
from the formation of the model's parametric base, description of quality evaluation criteria
for decisions, and further selection of modeling methods to obtain decision alternatives,
among which the optimal one is chosen [10]. Systems analysis can be conducted even at the
level of logic or rational thinking. Systems analysis is considered a scientific method only
when a scientific approach based on quantitative assessments is used at all stages.

Presentation of the main research material. In the theory of management, the funda-
mental principle is that a decision is justified if there is a possibility to choose alternative
options [11]. As a consequence of this axiom, there is a sequence of stages in the deci-
sion-making process. The first stage is the process of forming a set of alternatives. Success-
ful completion of this stage ensures that all possible alternatives will be considered in the
choice. The second stage involves defining criteria for evaluating the quality of the decision,
which are aligned with the management objectives. The choice presupposes the existence of
a criterion for assessing the quality of the alternative — the management operator. Therefore,
the concept of management can be formulated as an optimization process of decision-mak-
ing to achieve defined goals, under certain conditions — the states of the managed object and
the operators that transition the object from one state to another.

The successful formulation and solution of an optimization problem depend equally on
two conditions:

—how well the set of alternatives is described;

— the determinacy of the criterion for evaluating the alternatives.
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The measure of description of alternatives implies not only the formalization of
parameters for each individual alternative but also a complete enumeration of all possible
options. In the mathematical formulation of the optimization problem, the set of alterna-
tives X ={X,},(i =1+n) is considered complete if it is a subset of a broader (not necessarily
formalized) set — the space Q. Additionally, a "membership function" must be described,
which is an algorithm that determines the relationship of each element in the space Q to the
set of alternatives X ={X,},i =1+n. The practical implementation of these requirements is
achieved by constraining the space Q to a time interval for decision-making and using sta-
tistical assessments of the elements X,.

Different formal schemes are used to describe the criterion F(X) for selecting the "best"
alternative among the possible alternatives [12]. The specification of the selection criterion
on the set of alternatives is acceptable for modeling if it can be evaluated using quantitative
characteristics, at least in the form of ranks. Typically, the most suitable representation for
algorithmization is the functional representation of the optimization criterion as a numerical
objective function defined on the set of alternatives X: F(X)=exstr[ F(X,)].

XeQ

The mathematical theory provides a good approximation of optimization models only
when the objective function is unambiguously defined. Several mathematical methods
[1; 3; 11] have been developed to enable multi-criteria optimization, although mathema-
ticians do not provide definitive recommendations. In such cases, the search for the opti-
mal solution is based on the personal judgments of experts, specialists from different fields
of knowledge, and decision-makers, using methods of system analysis. The essence of the
systems approach lies in representing the management object as a complex system, combin-
ing formal modeling methods with non-formalized expert knowledge. Therefore, it is widely
applied to management problems that cannot be solved using available mathematical methods.

Let us consider that the set of alternatives X is limited, and the elements of the set X; are
effectively described (unambiguously defined, enumerated, or predicted) within the time
interval of management T e[#,;¢]: X(¢)[X(z,); X (¢)]. Let's examine the characteristics of
decision-making models based on the quality of input data — the set of alternatives and
selection criteria.

1. Deterministic model: The set of alternatives is unambiguously described in terms of
parameters, and the optimization criterion is specified as an objective function. The opti-
mization model follows a classical, linear mathematical programming scheme. In practi-
cal implementation, such a model is generally not adequate to reality. However, in system
analysis, the mathematical apparatus is used not as a means but as an auxiliary tool in the
decision-making process. The analysis of the linear optimization result is used to refine the
problem, adjust the problem conditions, determine the direction of additional alternative
search, and clarify the selection criteria.

2. Partially deterministic model: There are two possible ways to describe the input data.

Decision-making under uncertain selection criteria: The set of alternatives is determin-
istic, meaning the numerical characteristics are determined with precision for each individ-
ual alternative. However, the optimality criterion is not uniquely defined, or the number of
partial optimization criteria, their interrelationships, and their degree of influence on the
result are not specified. The model structure may have a "weak" specification. The selection
is made based on the analysis of trends in previous periods or as a result of predictive cal-
culations, exhaustive enumeration of the alternative set, where each alternative, with some
probability, can be an optimal solution. The final choice is made by the decision-maker.

2.2. In decision-making under risk conditions, the criterion assessments are determined
and formalized, but the set of alternatives is non-deterministic, with some model param-
eters being random variables. We have a stochastic model with parameter dependencies
described by probability distributions. Such situations arise in real economic systems. The
set X ={X,},(i=1+n) of alternatives represents n-states of the management system under
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new economic conditions — states affected by risks and parametric uncertainty. Parametric
uncertainty can be addressed by limiting the range of possible parameter values. The bounds
of the interval are specified by approximate values or qualitative characteristics. The distri-
bution of parameter values within the interval is determined using statistical analysis meth-
ods, such as probability distribution functions. Decisions are made based on the criterion of
expected value, which effectively corresponds to the extremum value of a utility function
(maximum expected profit or minimum expected costs).

3. Anon-deterministic stochastic model. Decision-making under uncertainty requires
implementing alternative solutions for a set of random natural states. The optimality cri-
terion can be specified by a payment matrix K, =K (Xl.;S j). The elements of the matrix
are considered as assessments of individual alternative X, for a specific natural state S, .
The natural states S ,(j =0-+m), are random variables with unknown distributions. Limited
information about the system states within a time interval complicates the modeling process
and is one of the sources of uncertainty in decision-making models. Statistical analysis tools
yield good results for parameter estimation and structure selection in stochastic models [12].
Using the system decomposition principle simplifies the modeling process. The initial prob-
lem is divided into p stages corresponding to the natural states S,. At each stage, the optimal
decision is determined based on the evaluation of alternatives using a partial optimality cri-
terion. The decision-making process algorithm under uncertainty, based on system analysis
methods, includes tools that gradually form the model, justifying its adequacy at each step:
initially, in the selection of the parametric base, then in formulating the optimality criteria,
and subsequently in selecting the model specification and analyzing alternative solutions to
choose the best one.

Conclusions. The main reasons for seeking new decision-making model concepts can be
highlighted. Firstly, the complexity of selecting modeling tools — it is impossible to apply
familiar optimization schemes due to the non-deterministic nature of input parameters, the
absence of their numerical assessments, or identifiers of defining characteristics of the control
object. Secondly, the ambiguity or multiplicity of alternative selection criteria. Mathematical
theory ensures the adequacy of a decision based on a single optimality criterion. However, if
there are multiple choice relationships among alternative options, the search for an optimal
decision cannot be formalized solely through mathematical operators. The universality of a
systemic approach to building control problem models lies precisely in the integration of var-
ious methods of scientific knowledge. The adequacy of a model as an algorithm for selecting
from a set of alternatives depends on the quality of its parametric basis, which is information
sufficient for decision-making. In turn, the parameters of the model are determined by the
problem formulation. A clear formulation of the problem condition determines the composi-
tion of the parametric basis and the specification of the decision-making model.
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